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Glossaryof acronyms

Cl (Continuous Integratior This refers to the software development practice w
that name.

FOSS (Free Open SourceThis refers to software released under open sot
Software) licenses.

laaS(Infrastructure as a This refers to different models of exposing clc
Service), PaaS (Platform icapabilities and services to third parties.

a Service) and SaaS

(Software as a Service)

Instrumentation This refers to extending the interface exposed b
software system for achieving enhanced controllab
and observability

QoS (Quality of Service) In this proposal, QoS and QoE refer to nonfuncti

and QoE (Quality of attributes of systems. QoS is related to objective qui

Experience) metrics such as latency or packet loss. QOE is relat
the subjective quality perception of users. In Elasl
QoS and QOoE are particularly important for
characterization of multimedia stens and application
through custom metrics.

SiL (Systems in the Large A SiL is a large distributed system exposing applice
and services involving complex architectures on hi
interconnected and heterogeneous environments. .
are typically created interconnecting, scaling
orchestrating different SiS. For example, a com
microservicearchitected system deployed in a clo
environment and providing a service with ela:
scalability is considered a SiL.

SiS (Systems ihé Small) SiS are systems basing on monolithic (i.e.
distributed) architectures. For us, a SiS can be seer
component that provides a specific functional capab
to a larger system.

SuT (Software under Test This refers to the software that a test is validating. In
project, SuT typically refers to a SiL that is ur
validation.

TO (Test Orchestration) The term orchestration typically refers to te
orchestration understood as a technique for execu
tests in coordination. This should not be confused
cloud orchestration, which is a completely differ
concept related to the orchestration of systems ir
cloud environment.

TORM (Test Orchestratior Is an ElasTest functionsgt ofcomponensthat abstracts
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and Recommendation
Manager)

and exposes to testers the capabilities of the Elas
orchestration and recommendation engines.

TJob (Testing Job)

We define a TJolas a monolithic (i.e. single proce
program devoted to validating some specific attribute
a system. Current Continuous Integration tools

designed for automating the execution of TJobs. T
may have different flavors such as unit tests, wi
validate a specific function of a SiS, or integration

system tests, which may validate properties on a SiL
whole.

TiL (Test in the Large)

A TiL refers to a set of tests that execute in coordine
and that are suitable for validating complex ttional
and/or nonfunctional properties of a SiL on realis
operational conditions. We understand that a TiL car
created by orchestrating the execution of several TJol

ICT Information and Communication Technology

IT Information Technology

WP Work Package

FMC Fundamental Model Concept

ETM ElasTest Test Manager

EPM ElasTest Platform Manager

EMP ElasTest Monitoring Platform

ESM ElasTest Service Manager

EIM ElasTest Instrumentation Manager

EDM ElasTest Data Manager

TSS Test Support Service

EUS ElasTest User Impersonation Service

ESS ElasTest Security Service

ECE ElasTest Cost Engine

PoP Point of Presence

REST Representational State Transfer

VDU Virtual Deployment Unit

AWS Amazon Web Services

AAA Authentication, Authorization, Accounting

TOSCA Topology and Orchestration Specification for CI
Applications

API Application Programming Interface

SDK Software Development Kit
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SSH Secure Shell

CPU Central Processing Unit
R&D Research and Development
OSBA Open Service Broker API
SLA Service Level Agreement
DoA Description of Actions

Ul User Interface

GUI Graphical User Interface
VM Virtual Machine

KVM Kernetbased Virtual Machine
JDK Java Development Kit

KPI Key Performance Indicator
R Release

MS Milestone
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1 Executive summary

ElasTest is a cloud platform designed for helping developers to test and validate large
software systems while maintaining compatibility with current continuous integration
practices and tools. ElasTest enables developers to test large software systems
through complex test suites created by orchestrating simple testing unitsaléed
TJobs).

ElasTest platform is Free Open Source Software and a community of users and
contributors is being created, who can help transforming ElasTest into a worldwide
reference in the area of large software systems testing and guaranteeing the long term
platform sustainability.

The ElasTest platform is designed as a Service Oriented Infrastructure (SOI) where each

of the modules constitutes a fingrained SOA (micfservice).The software modules

AYLIE SYSYGUSR gAGKAY aG2to /f2dzR [/ 2YLRYySyiliaé F
components and mechanisms required by the ElasTest platform. These components

are split into different categories; on one hand we can find ¢leeid conponentsfor

the ElasTest platform which offers management capabilities at the level of
computational resource as well as manages the lifecycle of the cloud based services
deployed on top of the aforementioned resources. On the other hand ElasTest offers
Instrumentation Componentwhich actuates at application level offering management

capabilities over th&oftware under TegsuT).

The content of this report is focused on the specification, design and implementation

of the intermediate version of th&las&st Cloud Componentdie work carried out in

GKAA 2t Aa 3JA2Ay3A (2 0SS INEIEBmNEsSHRatfonhdo#dh y § 6 2
modules vI6]¢ A & 3 2ldlivedd i rAontd 1B as the intermediate version of the

software modules together with the accompanying documentation of this version,
G5PodHd 9flac¢Sad LR FT@MNNt Od & dRdz 2 Rizi SR Dy
the final software artifacts and updated documentation of the platform modules.

2 Introduction

2.1 Overview and Obijectives

This report presents the software artifacts implemented in the scope of the WP3
during the first period of the project until M18. The Platform modules covered in this
report are the Platform Manager (EPM), the Service Manager (ESM), the
Instrumentation Agats (EIA),and the Instrumentation Manager (EIM). The work
carried out within WP3 has the objective of creating all cloud components and
subsystems required by the project. These components are split into two main
categories. The Cloud Components for tHasEest platform which are executed as
part of ElasTest and the Instrumentation components, these componears be
executal out of ElasTest and as part of the SAdditionally, this report also presents
the Data Manager (EDM) used by different module®sg all technical work packages.

13
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2.2 Structure of the Document

The outline of this document is as follow&rst section introduces the document and

its objectives. The second chapter presents the ElasTest Cloud modules describing how
they are categorised anitk overall roadmap. The next sections describes the enablers
for managing the platform in a target cloysrovider (Sec 4), the mechanism and
interfaces offered for managing the atemand cloud based servicesthin ElasTest

(Sec 5), as well as the mecl&ns used to instrument the target applications under
evaluation (Sec 6)n addition, the service that offers data management capabilities to
the components of the platform is presented (SecHhally the last section includes

the conclusion (Se).

2.3 Taget Audiences

The primary targets of the document are interrtialasTest techniciarfsom WP3to
WP&6 involved in the prototyping and implementation of the platform. In addition, this
document is targeting technical personnel interested in testing asageQ A managers
interested in adopt our solution.

3 ElasTest Cloud Modules

3.1 Rationale

New advances in ICT technology influence the way software is devetopmktested

the proliferation of large scale applications targeting thousands of users that can be
conrected concurrently and expect real time interactions; makes the testing strategy a
crucialaspectfor the release management procestthe applications.

Nowadays cloud technologies are creating advantages for organizations that adopt it
such as: speed, dity, scalability, accessibility and flexibilitherefore ElasTest aims to
extend the adoptionof the aforementionedbenefits offered by the cloudot testers
through the creationof a cloud platform (ElasTest Platform) designed for helping to
validate large software systems that requireomplex test suites andsalidation
processes.

Since the irruption of the cloud computing (together with the virtualization era) as a
disruptive technology, the increased use of the clowdroduced new business
opportunities and challenges during the last yeat®wing developers to apply more
easily the principles of mass production into the IT world. The current panorama
reveals that a whole range of IT functions can be thought of as commodity services.

The ElasTest ald components described within this report are in charge of the
management and monitoring of the resources that the platform needs to opgese
well asof the lifecyclemanagement associated tthe ondemand testing support
servicescataloguewhich can be requested by the ElasTest Platform user dynamically.
In additionto the cloud components in charge of the platform management, the
report also includes other kind of cloud based component not targeting the platform
itself but offering managen@ capabilities over the software system under
evaluation.

14
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3.2 Categories

The different categories identified have a direct relationship with the tasks described
GAUKAY (GKS a2to /f2dzR O2YLRYySylhasdod ¢lFail o
platform components tde deployed in a target cloud being able as well to monitor its

usage recovering in seamless way information related to the runtime execution of the

platform. Task 3.2 implements the appropriate mechanism enabling the lifecycle
management of the Test Supp Services catalogue offered by ElasTest. FinallysTask

3.3 & 3.4 are devoted to the instrumentation capabilities offered over the software

under evaluation.

As it has been introduced in the previous paragraph, different categories have been
considered:

- Softwaremodules formanaging the computational resources of the platform.
- Softwaremodules formanaging the cloud based services offered by the platform.
- Softwaremodules formanaging the applicatigunder test.

3.3 Roadmap

ElasTest uses an Agile Managemearethodology, which is suitable for innovation
management. This methodology has been designed for transforming ideas into
profitable products. For this, it focuses o

) - . - What the consortium
learning and discovering how to fit things the market wants
technology into the market instead or /’ N,
how to carry out the technological f %R Y

Internal information driven ~_ _.~*
developments themse!ves. methodology_-=="
The methodology is based on PPt

Market feedback driven

continuous feedback loop repeatec @<= nethodogy

cyclicallyevery four monthsaligned with Starting point
the ElasTest softwaresleases, according
to ElasTest initial planning nine releas:

. . . What the market
will be generated during the projec really wants
duration. The content of this report Figurel. ElasTest Agile Management Methodology
covers the developments performed up t
R4 where the first integrated version of the software components is delivered.

The methodology used for thepecification and design phases as well as for the
RSOSt2LIYSY ki SaGdAyaIkNBtSIasS LKIasSa KI @S 0S¢
Agile conception based onetttd SN FSSRol O1 €3 FdzNOHKSNJ RSO A
itself wi £ 0S RSAONAROSR Ay (GKS LJzof A O-cadds LI2 NI & !
and architecture vi[5]¢ T 6 KSNB GKS adSLia F2f{ft26SR o6& 9
further described.

The figure below depicts the alignment between the project milestones and the
software component releases.
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R2 Ry
Develop initial version of Fristintegrated version of Final version of software
softw components

are compenents components

working iselated

R1
Perform initial set of proof of @ Develop new features @ Intermediate version of
concepts | Adapt baseline including validation test software components

cemponents if it applies. cases and definition of the

integration pipeline process.

Figure2. WP3 Cloud ComponenRoadmap

3.4 Challenges to Overcome

ElasTest is a platform designedfazilitate the build executionand reportingof end
to-end tests of complex distributed applicatiorBhesetypes of applications present
some properties like elasticity and fault tolerance that need to be tested withtend
end tests. To execute these amoplex distributed applicationsand scalable tests,
enabling resourceand supporting serviceare needed The primary reason that such
elements must be provided is to remove the tester from the responsibility of having to
manage these resources and sergithemselves and in doing stlow them to focus

on their core business, writing complete tests that validate the SuT.

Not only resources and serviceshould be provided for TJobs,additional cloud
componentsmust also be provided in order to allow EladTaeploy and execute a SuT

on the behalf of the tester and also deploy and execute the components required to

Nbzy GKS 9flacSad LIXIFTGF2NY AGaStFTFod Ly adzyyl N

1 Provide resources and services to execute TJobs

1 Provide resources to deploy aesecute SuTs

9 Provide resources and components that support the complete ElasTest
platform

1 Provide necessary insights into the current and past state of ElasTest core
components in order to facilitate stable operation of the platform itself

The key aim and contribution of WP3 to ElasTest is to provide the enabling facilities
required by the Estest Tests Manager THl), the maincomponentof the TORM{o

carry out its task of orchestration and executing tester supplied THsbsuch it can

be thought of as the enabling platform for the ETM.

The work in WP3 has to covilresekey areas of functionality:
1. Provide the resourcesn-demand to allow for the execution of TJobs
2. Provide the services cdemand to allow for the support and augmentatioh o
TJob functionality
3. Provide the means to manage all resources and services delivered to the ETM

To overcoméheseneeds the ElasTest architecture has the following characteristics:
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f  Microservicesinspiredarchitecture:ElasTeg® & I NJO Kab hieéh QiviichiziNii
several decoupled componentisat communicate via remote protocols. In that
way, ElasTest cahorizontally scale executing every component in a different
computational node when necessary.

1 Decoupled test executionTo executea set oftests in ElasTest is necessary to
configure a TJob. A TJob is defined with the following information: a) How to
obtain and execute the tests; b) How to connect to a SUT already deployed or
how to execute the SUT inside ElasTest and c¢) What support services are
necessary to execute the tests. Using the same strategy as with the core
components, the tests, SUT (if necessary) and support services (if necessary)
are executed in decoupled components that communicate using remote
protocols.In that way, every TJob ide executed in a different computational
node, favouring the scalability of the platform. Hence, a TJob that needs more
computational resources than available in a computatiomade can be split in
several computational nodes.

1 No vendordependency lpock-in): ElasTest Platform ManagéePM)introduces
an adapter mechanism which means the adapters use a standardized
northbound interface whereas the southbound interface is specific to a certain
cloud infrastructure technologyin addition, to provide a stadardized way of
defining virtual resources, the platform manager supports native TOSCA
templates. Further details are covered under the néumctional aspects of the
platform.

1 No internal state persistencyAll ElasTest componentsin beconfigured to be
stateless, excepElasTest Data Managdt[@M. This allows all persistency to be
grouped in one specific component, while the rest of the platform is stateless.
In addition, EDM via Alluxio allows the usage of external services (such as
Amazon S3) for persistent data, in a way that is transparent to the rest of the
ElasTest platform.Hence, by moving between different hardware/cloud
platforms, the only component that needs to be ported to fit is EDM, or it can
be swapped out in favor of latservices that offer the same functionality

1 Test EnginesElagest can be augmented withdditional components called
Test enginegTE) These components are executed as decoupled components
and core components can communicate with them using remotequals.

This leads to advantages mentioned to the other parts of the platform.

1 Test Support Servicesiest Support Servicdd SSsare services used by tests
via TJobs. They augment the capability of a test by providing some specific
features. The TSS are not covered within this document but they are
mentioned here as the ESM covered within this report is the component who
manages the TSS lifecycle as well as offers themdeomand. For further
AYVF2NXYIEGAZ2Y ALISOATFTAO (2 ( KSTest $uppbrt LI S a S
{ SNODA@Fa Owmé

3.4.1 ElasTest Functional Components/Services

As it can be seen, ElasTest platfosncomposed by several decoupled components
that communicateusing remote protocols. This characteristic allows the platform to
be splitacrossseveralphysicalnodes if the resources needed are not available in a
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single node Hence,we can consider that ElasTest is scalabld¢atee advantage of

cloud ndive design andn-demand use of resources and service to grow and shrink

according to loadAlso, some of the components are executed on demand and this

gives elasticity to the platform. Concretely, tests engines are executed only when they
areused. InKS alYS aSyaSz ¢w2o0Qa O02YLRyYySyida I NB

The core components of ElasTest:are

ElasTest Tests Manager (ETM)
ElasTest Services Manager (ESM)
ElasTest Platform Manager (EPM)
ElasTest Monitoring PlatforniEMP
ElasTest Instrumentation Mage EIM
1 ElasTest Data ManagdtdM

TheElasTest Platform Manager (EPN8)the basecomponent in charge of executing
ElasTest components in several underlying platforms, abstracting ETM (the brain of
ElasTest) of this management. Also, as sewdoaid lesource managemerlatforms

are supported ElasTest can be deployed in any of them without any change. To offer
this abstraction of the underlying platform, EPM requires that components are
packaged as docker containerShis format have been selected laese is a
lightweight standardized format with a standard distribution mechanism. Also, this
format is widely supported in the industryin addition when a component is
composed by several containers, dockewmpose descriptor file can be used to
describe the component. In the current version, El&h be executed in a single
machine with docker daemon installed. This node is used to execute ElasTest core
components. Other nodes can be added dynamically to E®Mxecute dynamic
ElasTest components like TJob components or test enginethe future versions,
Kubernetes, AWS and OpenStack platforms will be supported natively in EPM to
support the real elasticity of the platform.

=4 =4 -4 -8 -4

It is very important to monitohow computational resources are been used to avwid
adapt to overload of the system given that TJobs are executed dynamically on
demand If the system is above some load threshold, new TJobs can be queued until
resources are available or ask to undentyiplatform for morenodes to execute
components.TheElasTest Monitoring Platform (EMR the component in charge of
monitoring ElasTest platform. This component works closely with EPM to allow the
mentioned autoscaling features. Also, EMP shows systetniea it gathersfrom the
underlying platform to the user. This is especially important for administrative tasks.
However not all patforms allow the autoscaling feature, then, monitoring information

is being used to control the fixed resources available

Through theElasTest Service Manager (ESHbasTest is able to providm-demand

test support services (TSSs) to testéas defined in their TJob$) make easier to
implement complex testsand delegate noftore functionality toan internal or
externd service provider For example, some of the services provided by default in
ElasTestike the ElasTest User Impersonation Service (Epf®yides browsers on
demand. OtherTSS availablés the ElasTest Security Service (ESS) that provides
dynamic securityools to testers. These tools can be managed from test code using a

18



D3.1 ElasTest Platform Cloud Modules v1 C’_\) Elas

remote protocol.In addition to the tests included by defauElasTest allows users to
create and install new serviceall of this is done without vendor logk by using the

Open Sendge Broker API standarélasTest Service Manager (ESM) is the component
that manages the register and management of TiE8ses EPM to instantiate new
services on demand when are required by ETM. ETM will ask to ESM for a new service
instance if this TSB defined in the TJob to be used by the te€i§SM also works
closely with EMP which keeps tracks of health status of support services created and
managed by ESM. EMP has proactive alarming capability which is the key feature of
interest for ESM.

While the aforementioned components deals with the platform resources, the
ElasTest Instrumentation Manager (EIMgontrols and orchestrates the monitoring

and controllability agents which are deployadhen an external SUT is tested. In that
way, tester dSay Qi yYSSR (2 Ylydzftte O2yTAIdNB
monitoring information about SUT. Using EIM, user will be able to instrument external
SUT to simulate real behaviour simulating CPU load or network issues.

In addition, Elagest Data Manager(EDM) provides persistence services to the
platform. It isused by several components as data management serVioe.ElasTest
Data Manager was built to separate the persistence layer of ElasTest from the rest of
the platform.

3.4.2 ElasTest Nofunctional Aspeds

Elasticity

The ElasTest services and resources must be providetermand, when and only
when the tester actually needs them. By having the capability, the overall cost to run a
test suite against a SuT is reduced when compared to having resourceerEs
running all the time. For examplé,BlasTest is used to test the elasticity of a SUT like a
video conference system, the tests shoutdquest hundreds or thousands of
simultaneous browsers simulating useronnecting to the platform. Then, Elastie
should execute all these browsers.

Further, by being able to request resources and serviceslemnand enables the
capability of dynamically scaling up (or down) the set of resources and/or services
assigned to a particular test suitg any point in time. In doing spthe platform is
amenable to elasticity. However, before having this capability the components need to
be designed in such a way to be scalaBleithermore, monitoring and timely alerting

is a key prerequisi for effective elastic controlEMP objectives already cover this
element to support elastic control and management of underlying resoureé4
allows instrumented metrics to be directly sent to it via different language specific
libraries. This capability can be used in conjunctiothvei more fine grained alert
condition creation within EMP wherein the destination of the alert is the relevant
application endpoint itself, it is very much possible to achieve a parallel elastic control
mechanism that is setfiggered by the applicatioand not just managed by the EPM

Authentication, Authorization and AccountinAA

ElasTest needs to provide the means for users to be identified uniquely so that specific
resources, services can be associated with them and ultimately allow for the charging
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of those services and resources to the specific user. ElasTest also needside i/
from an audit and security perspective: who did what where, when and how.

To provide this an AAAA(thentication Authorisation and Accounting) service/
component is typically used. With an AAA element as part of ElasTest and used down
through the full stack (from user, througieTM and onto ESM and EPM), multi
tenancy, isolation and per user billing can be enabled. These characteristics are
fundamental to cloud computing (S@8ST definitioh publication 800145) of which
ElasTest is founded on.

AAA is an ElasTest platform service to support many services and components in
ElasTest. As such the proposal is to include AAA as part of WP3. No developments
upon AAA topics wilbe carried out or upon Keystone (where necessdry)rder to
provide AAA within ElasTest the proposal is to GgenStack's Keystone projéad

enable AAAKeystone will runs as an additional service within the ElasTest platform
and so will be the respsibility of the ElasTedbolkit to start the service.

In the basic scenario the onus is upon the User to acquire the token from the Keystone
service. This can be accomplished eitherARf or using theKeystone command line
client* (which is now part of the maiopenstack command line cliéft

With its basic usage, access to any Keystone mediated resource given by having a valid
Keystone token relayed in HTTP headers. ldaer name used % Auth - Token and
its value is the tokermssued by the keystone service.

It should be noted that keystone integration per component must be provided in a
configurable way, in order to use Keystone a service needs 2 things:

1. A running instance of keystoneto do this you can use thillowing docke
projectt to bring up a keystone instance. You can reviewREADMEfor basic
usage and refer to th@penStack KeystoReroject for further detail and
information.

2. Client code that accesses and uses keystohew this is accomplished is
rather specificto the language and frameworks you use to implement your
service/component.

Vendor Lockn

A vendor lockin limits the user to the usage of a certain solution or technology, and,
hence, it reduces also the capabilities of the solution itself only abtower a limited

set of scenarios and use cases. As a comprehensive testing platform for highly
distributed applications, one of the main goals is to avoid a vendor-ifoek the
ElasTest platform level to let the freedom of choice for a certain cloudaliration

' NIST Definitionhttps://csrc.nist.gov/publications/detail/sp/80a 45/final

2 OpenStack Keystonbttps://docs.openstack.org/keystone/latest/

3 OpenStack APhttps://developer.openstack.org/apief/identity/v3/index.html

4 KeyStone CLittps://docs.openstack.org/mitaka/clieference/openstack.html

° KeyStone Clreference https://docs.openstack.org/mitaka/clieference/openstack.html
® Keystone docker projechttps:/github.com/dizz/dockos-keystone

" README filénttps://github.com/dizz/dockoskeystone/blob/master/README.md

® OpenStack Keystonhttps:// docs.openstack.org/keystone/latest/
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infrastructure up to the users and their requirements. A proper approach had to be
developed in order to overcome this issue which is following a-phdyplay approach.

There are two services that could be limited by vendor locking:BlasTest Service
Manager(ESMand the ElasTest Platform Manad&PM)

The ESM avoids the issue of logh by adopting a widely adopted API, the Open
Service Broker APIBehind this API, the implementation of the ESM, is implemented
such that pluggabldackends are used for storage (the DB in the case of the ESM;
supports simple iimemory, MongoDB and MySQL) and resource acquisition (currently
local docker engines and the EPM). Should another DB or resource acquisition
software be required, this is achied by implementing the software interface for
either DBP or resource acquisitiorf modules.

The EPM introduces an adapter mechanism which means theapters usea
standardized northbound interface whereas the southbound interface is specific to a
certain cloud infrastructure technology. Based on the requirements of the project
consortium, the northbound interfaces was designed in a way that it allows 1) the
definition of the virtual resource requirements following the internal information
model of the EPM and 2) cloud infrastructespecific templates. In this way the EPM
can potentially support any type of technology assuming the corresponding adapter is
in place Currently, the focus of the adapter development is aligned with what the
project consortium has seen as appropriate (Dotketlockercomposé®, Ansiblé?,
VirtualBox?). In the future the need of further adapters will be explored to support,
for instance, @enStack®, OpenStack Hedf, AWS®, or complex orchestration
solutions, such as, Affaor OpenBatofi.

In addition, to provide a standardized way of defining virtual resources, the platform
manager supports native TOSE#emplates. TOSCA is a domain spetiguageand
portable model for describing cloud applications. The TOSCA model is a widely
recognized format and therefore would also provide an easy way for users to
transition to ElasTest. The TOSCA Simple Profile for YAML 1.0 describes the way to
repreent the TOSCA metaodel in a simplified format using YARMLThe platform

’ OpenAPI Initiativéttps://www.openservicebrokerapi.org
Y ESM Storenttps://github.com/elastest/elastesservice
manager/blob/master/src/adapters/store.py#L51

' ESM Resourcéttps://github.com/elastest/elastesservice
manager/blob/master/src/adapters/resources.py#L 39

2 Docker https://www.docker.com/

13 Dockercompose https://docs.docker.com/compose/

4 Ansible https://www.ansible.com/

' Oracle VirtualBoxttps://www.virtualbox.org/

'® OpenStackhttps://www.openstack.org/

ol OpenStack Heahttps://wiki.openstack.org/wiki/Heat

'8 Amazon Web Servicesttps://aws.amazon.com/

19 Apache Ariahttp://ariatosca.incubator.apache.org/

20 Open Batonhttps://openbaton.qgithub.io/

*LOASIS Topology and Orchestration Specification for Cloud Applications (TERSAMWWW.oasis
open.org/committees/tc_home.php?wg_abbrev=tosca

2Y AML http://yaml.org/
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provides the option to render TOSCA templates to the internal information model
following the TOSCA Simple Profile for YAML 1.0, to provide the option for users
familiar with the speification to make use of its generalized model for defining cloud
systems.

4 Platform Management and Monitoring

The following section introduces the core componemsharge of the management
and monitoring of the platform;and provides the details of theequirements,
architecture, interfaces and features for each of them.

4.1 ElasTest Platform Manager (EPM)

4.1.1 Introduction

The ElasTest Platform ManagdEPM) implements the enablers for ElasTest
components to be deployed in a target cloud.

DA [1] specifieghe following objectives for the EPM:

1 To develop the appropriate technologies enabling ElasTest to be deployed in
the target cloud environment. Foihts, the Platform Manager shall need to
provide the required cloud orchestration services for the deployment and
provisioning of all ElasTest components. This will require the Platform Manager
to consume, at its southbound, the APIs exposed by the tardetidc
infrastructure.

1 To create the appropriate technologies enabling the management of the
underlying cloud resources on behalf of the TORM and of the rest of ElasTest
services. These technologies shall provide the capability of instantiating
computing resurces, of deploying artifacts on them (e.g. TJob instances, Test
Support Service instances, etc.) and of managing their lifecycle. Remark that
the autoscaling of computing resources used by ElasTest shall be part of this
mechanism.

1 To expose, at its northound, all these capabilities through a comprehensive
and coherent API (or directly Software Development Kit) that the TORM and
the rest of ElasTest testing services shall consume in runtime for implementing
their logic.

1 To develop a toolbox enabling thastallation and management of all such
capabilities in ElasTest.

1 Toexpose a catalogue of Support Services. The Platform Manager will provide
this catalogue in order to allow any developer to select the appropriate
Support Services required in tiegperiment.

The ElasTest Platform Manager is the interface between ElasTest components (e.g.
TORM, Test Support Services, etc.) and the cloud infrastructure where ElasTest is
deployed. Hence, this Platform Manager must abstract the cloud services so that
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HasTest becomes fully agnostic to them and provide this abstraction via Software
Development Toolkits (SDK) or REST APIs to the northbound consumers (i.e. the
TORM). The ElasTest Platform Manager enabling ElasTest to be deployed and to
execute seamlessly ithe target cloud infrastructure that the consortium considers as
appropriate (e.g. OpenStack, CloudStaddant?*, AWS, Docker, etc.).

The EPM provides two options to describe and deploy the virtual resources:

1 Allin-one Package Deployment: the packagmroach is designed to make use
of templatedependent technologies such as dockempose, Ansible or
OpenStack Heat. The EPM gets such a template with additional metadata
information whichis forwarded directly to the target infrastructure to trigger
the deployment as a whole.

1 Stepby-Step Deployment: this stepy-step approach is designed for
technologies such as Docker, OpenStack or AWS where the EPM receives the
resources description which is compliant to the data model of the EPM or
TOSCA. That infaation about virtual resources is then translated to individual
O2YYlFyRa OlfftAy3a GKS (SOKy2f23ASaQ !tL®

Both approaches together make the EPM independent to the underlying infrastructure
and give the consumer of the EPM the opportunity to use already existing templates or
the data model exposed by the EPM. However, in both cases the EPM returns the
information in a uniform format following the data model.

To avoid a vendor loek situation the ElasTest Platform Manager introduces an
adapter mecharsim which means the adapters use standardized northbound
interface whereas the southbound interface is spedifi a certain cloud infrastructure
technology. Based on the requirements of the project cotism, the northbound
interfacewas designed in a way that it allows 1) the definition of the virtual resource
requirements following the internal information metl of the EPM and 2) cloud
infrastructurespecific templates. In this way the EPM can potentially support any type
of technology assuming the corresponding adapter is in place. Currently, the focus of
the adapter development is aligned with what the prdjeonsortium has seen as
appropriate (Docker, dockerompose, Ansible, VirtualBox). In the future the need of
further adapters will be explored to support, for instance, OpenStack, OpenStack Heat,
AWS, or complex orchestration solutions, such as, Aria mgn@aton. A major
challenge in this regard is that all adapters have to provide the same capabilities, such
as, runtime management to access instances for certain operations Keatures
table).

4.1.2 BaselineConceptsand Technologies

The EPM itself is impleented in Java making use of the Spring framefbrPata
persistency is provided via SQL where by default it uses snmemory database

28 Apache CloudStachttps://cloudstack.apache.org/
24 Mantl, https://www.mantl.com/

?® Spring Frameworthttps:/spring.io/
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(HyperSQf®). Nevertheless, other SQL databases (e.g. M§SQtan be easily
integrated by changing the configuration insithe main properties file following the
spring configuration guide.

The current version of the EPM supports the following virtual infrastructure
technologies: Docker, dockeompose and Ansible. Two approaches are supported by

the EPM in the meaning oktS O2y &adzYSNJ OFly SAGKSNI YI 1S dzas
or TOSCA to describe the deployment scenario or use directly templates of a certain
technology. Thanks to the modular approacither virtualization infrastructures can

be easily supported by providinadapters for certain technologies. This adapter
mechanism is provided via gRPC which manages the communication between the EPM

itself and the corresponding adapter.

The Access, Authorization and Accounting (AAA) system can be activated for the EPM
wherel KS Ay GS3INI¥GSR aeaidaSY Ada hLISy{aGal01Qa YSe
In addition, the EPM makes indirectly use of several supporting services by configuring

the virtual instances for the purpose of log forwarding (¢@gstasi®) or monitoring

(e.g. Dockbeat?) which are then provided indirectly to other services for further
processing, such as, the ElasTest Monitoring Service, ElasTest Monitoring Platform, or

the ElasTesTestManager.

The EPM and all the available adapters are delivered as Docker contaimels arve
available in Docker Hub. In addition, several doa@npose files are provided in the
GitHub repositories to start easily the EPM with the additional components and
services to ease the deployment and configuration.

4.1.3 Component Design and Architeate

This section gives an architectural overview of the ElasTest Platform Manager. The
architecture (sed-igure 4 is composeof several components:

26 HyperSQLhttps://spring.io/
" Oracle MySQlhttps://www.mysqgl.com/

%8 Logstashhttps://www.elastic.co/products/logstash
# DockBeathttps://www.elastic.co/blog/dockbeat-new-addition-to-the-beatscommunity
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ElasTest Platform Manager (EPM)
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Figure3. Architectural Overview of EPM

API:The API exposes a ReSHBI in order to allow the consumer (eE§TM ESM) to
manage virtual resources in a target cloud environment. It allows to allocate,
terminate, update virtual resources (e.g. compute, network) and request information
of those as well, execute runtime ogions, and register and configure new workers.
Moreover, in order to allow a programmatic usage of the EPM, a python and java
client are providedhat easeghe usage of the EPM.

Repository The repository persists information of managed Workers, VD&works,
and PoPs as well. The following gives an overview of what those entities are:

1 Worker: A worker is a machine, where the EPM can set up a cloud environment
and make it ready to be registered as a PaifiPresence.

1 PoP:A PoP is a Ponuf-Presencehat defines details of a cloud environment.
This includes information about the endpoint, type and access detalils.

1 VDU:A VDU is a ixtual Deployment Unit which reflects an abstraction of
virtual compute resources. It contains information about softwametwork
connectivity and the target cloud environment.

1 Network: A network reflects the virtualized netwonesource which provides
connectivity between VDUs.

Core The core consists of several management units and provides the basic
management functionality in order to manage PoPs, VDUs and networks. The core has
access to the Repository in order to persist and request information of managed

entities (PoP, VDWNd Network). In order to issue operations on different types of
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cloud environments ocker, OpenStackikubernetes, AWS), the Core component
makes use of PoP adapters which allows the Core to interact with the PoP owver well
defined interfaces.

1 PoP_ManagementThis component handles the PoPs. It is in charge of
registering, unregistering and providing information of a requested PoP.

1 VDU ManagementThis component manages virtualized resource related to
the compute domain. It allocates compute resources, cotsethem to
networks, receives details of allocated resources and releases resources in the
target PoP.

1 Network ManagementThis component manages virtualized resource related
to the network domain. It creates and deletes network in the target PoP.

1 Runtime Management: This component is responsible for managing runtime
operations (e.g. download/upload files, execute commands, etc.) for already
allocated virtual ressources.

1 Package Managementhis component is in charge of handling packages (e.qg.
dockercompase, ansible, etc.) and forwards it to the corresponding adapters.
The packages contain virtualization technolapecific templates.

1 Placement ManagementThis component is in charge of the placement of
virtual resources in case no specific PoP is selestezte the virtual resources
have to be deployed.

1 Worker Management:This component takes care of the installation and
configuration of new workers added at runtime to the EPM as potential PoPs
Certain scripts are provided which will install and setup the needed artifacts so
that the Worker is ready to be used as a PoP.

EPM Adapter An EPM Adapter provides an abstracted way to interact with any kind of
cloud environment. The northbound intexa is exposed to the Core and abstracted in
such a way, that the Core do not need to take care about the type of the target cloud
environment. The southbound interface is dependent on the type of cloud
environment under consideration. This allows an eaay w provide any kind of cloud
environment by providing an adapter without changing anything in the core. The PoP
Adapter takes also care about the configuration of logging and monitoring of the
virtualized resources by receiving that information by tleeeCcomponent.

4.1.3.1 Use Cases & Sequence Diagrams

This section presents three main usaseswith the help of sequence diagrams. Those
use cases are the Stdyy-Step Deployment where the consumer describes the virtual
resources to be deployed by the EPM by gsthe internal data model or TOSCA
language, the Adih-one Package deployment where the consumer can reuse existing
templates from certain cloud infrastructure technologies (e.g. dockenpose,
Ansible) and the Worker registration and configuration wh#re consumer can add
new machines at runtime which can beedfor virtual deployments later.

4.1.3.1.1 #1 Stepby-Step Deployment

This scenario depicts the workflow for allocating virtual resources based on the
definition using the internal information model, scalled resources groups. This
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approach follows the assumption that the consumer can define the requirements in a
uniformed format so that it is agnostic to the actual cloud environment where virtual
resource shall be allocated. This allows the user totheesame definition to be used

for various cloud infrastructures. To be aligned with the adapter approach, the EPM
will generate a package containitigat information with an additional metadata file
that will be passed to the corresponding EPM Adaptee ERM Adapter extracts the
required information from the package and initiates the stepstep deployment
starting with setting up the networking before allocating the virtual compute
resources. The adapter populates the resource group with deploymeatniation

and returns it to the EPM which is then returned to the initial consumer.

Deployment of a Resource Group

; EPM Adapter
Consymer . . .

| f 1
{ request allocaion of a resource group |5

i i

| request allocation of virtual network resources_ |
>

i

generate package

request deployment

Y

: allocate virtual network resources :

|
allocate virtual network resources,
>

return network info | |
-
I

:allocate virtual compute resources :

|
allocate virtual compute resources,_ |

return virtual compute info | |
-

return resource group information
T

: return information of virtual resources :

|

! return resource group information ‘ [

€ —
|

Consumer EPM Adapter

Figure4. EPM: Dployment of a Resource Group

4.1.3.1.2 #2 Allin-one Package deployment

The sequence diagram below shows the workflow for theinAline Package
deployment. This was designed in order to give the consumer of the EPM the freedom
to use preexisting templates withoutranslating the requirements to the internal
information model of the EPM. The consumer has to generate a package in advance
which contains basically a metadata file (containing meta information, such as, the
name of the service and the type of PoP) and #ttual template (or several files) to

be used for the deployment. Once the package is received by the EPM, the EPM will
extract required information from the metadata file and forward the package to the
corresponding adapter which takes care to trigghe tdeployment with the actual
template file. Once the deployment has finished and the adapter received the
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infrastructuredepended information, the EPM adapter translates those to the internal
information model of the EPM and returns it to the consumertki@EPM.

Deployment of a Package

; ‘ EPM Adapter
Constljmer .

|
1 request deploment

L
r

extract metadata from package

request deployment

Y

request deployment with template

oY

return information

|
translate information to EPM data model
|

return resource group information

|
! return resource group information
<

Consumer EPM Adapter

Figure 5. EPM: Deployment of a Package

4.1.3.1.3 #3 Worker registration and configuration

The sequence diagram below depicts the workflow of the worker registration and
configuration. This feature has been designed in order to give the consumer the ability
to register new machines (physical or virtual) on demand, basically, to provide more
computation power if needed. Hence, the user needs to provide a key which allows
the EPM to access those machines ®&Hin order to install and configure the
required artifacts. Once the key is available the user can register a new worker
providing the IP sthat the EPM can execute the installation and configuration steps.
As shown in the sequence diagram, the EPM can optionally configure the monitoring
agent to get monitored by the EMP. In the second step the EPM issues certain
installation and configuratio steps via ssh depending on the defined type (e.g. Docker,
dockercompose, Ansible) of the worker. Once the required artifacts are installed, the
EPM ensures to have this new worker ready to be used which requires the registration
as a new PoP and optioihathe configuration of adapters (e.g. for dockampose).
Finally, the consumer gets returned the information of this request.
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Registration and Configuration of a new worker

Consumer EP,M Worker
! upload key }__i
. response !
register and prepare worker}_ :
{Optional) configure EMP agent

response

execute installation and configuration scripts

I N A B A

Register Adapter and PoP

i return worker information

e

I
Consumer

EFPM Worker

Figure 6. EPM:Registration and Configuration of a new worker

4.1.3.2 Data Model

Figure 8shows the data model exposed to the consumer of the EPM where those
entities can be retrieved and managed via the APIs that are described in the section
below.

(€) Worker
© ResourceGroup
© Adapter o id :String
o ip :String o id :String
o id :String o user :String o name :String
o endpoint :String 0 passphrase :Siring o vdus :VDU[]
O type :Siring O password :Siring O networks Network[]
o epmip :String o pops :PoP]]
O keyname :String
w L}

0. 0.1 (©) wou
© PoP o computeld :String
© © Network o evenis :Event]
) o cidr String o accessinfo KeyValuePair(] o id :String i
o id :String o id ‘Sting o id String _ ; O imageName :String
name :String name :Striing o interfaceEndpoint  :String O ip :String
o i o e o status :String O metadata :KeyValuePair]
o ¥ sting o PName -Istring o interfaceinfo  :KeyValuePair[] o name :String
o P =g o name :String 0O netName :String
O poPName :String
[ 2 o status :String
|
\
1
1
|II
1.4 0.* 0.9
1
© KeyValuePair| @ Event
o id :String o description  :String
o key :String o id :String
o value :String o timestamp :String

Figure 7. EPM:Data Model
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4.1.3.2.1 Adapter

An adapter is the intermediate component between the EPM and the cloud
infrastructure technology. Basically, the EPM forwards deployment and management
request to the adapter whereas the adapter translates those requests to the cloud
technologydependent ommands. It followsa plugin approach which allows the
maintainer of the EPM to plup new adapters at any point in time without
reconfiguring or even touching the EPM itself. Developing new adapters can also be
done without changing the source code betEPM.

Tablel. EPM: Adapter Data Model

endpoint The endpoint where the Adapter is reachable. string

required Example localhost:50052"

id optional Identifier for the Adapter. string

typerequired The type of virtualization technology, that the adapte string
designed to connect to.

Example “docker - compose"

4.1.3.2.2 Event

An event contains certain life cycle information of the VDU at a specific time.
Table2. EPM: Event Data Model

description  Example “testEvent1" string

required

id Example 71234 - abcd" string

optional

timestamp  The recorded time of the Event. string

required (string)
4.1.3.2.3 Key

A private key for executing commands @mvorker.
Table3. EPM: Key Data Model

id The identifier of the Key string
optional
key This is the key itself as String. string
required
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name

required

The name of the key. This will be used for referencing th¢ string
in a Worker.

Example *key1"

4.1.3.2.4 KeyValuePair

This entity is a KeYalue pair for storing metadata contained in other entities.
Table4. EPM: KeyValuePair Data MeHd

id Example 1234 - abcd" string
optional
key Example testkey1" string
required
value Example “testvaluel" string
required

4.1.3.2.5 Network

This entity defines the network connectivity and details where the VDUs are connected

to.

Table5. EPM: Network Data Model

cidr Example 192.168.1.1/24" string
required
id The identifier of the Network in the EPM. string
optional Example 1234 - abcd"
name The name of the network, this should correspond to the n string
required of the network in the virtualization technology.
Example *testNetwork1"

networkld  The id of the Network in the virtualization technology. string
required Example 1234 - abcd"
poPName The PoP where the Network was created. string
required

4.1.3.2.6 PoP

This entity contains information about the Poiof-Presence (PoP)
Table6. EPM: PoP Data Model
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accessinfo Authentication credentials for accessing the PoP. Examples<KeyValue
include those to support different authentication schemes, eair>array

ired
require OAuth, Token, etc.
id Identifier of the PoP string
optional

interfaceEndinformation about the interface endpoint. An example is a UF string

point Example *localhost"

required
interfacelnfolnformation about the interface(s) to the PoP, including <KeyValue!
required provider type, API version, and protocol type. air> array
Example :
"[{&quot;key&quot;: &quot;type&quot;,&quot;value&quot;:&qu
ot;docker&quot;}]"
name Humanreadable identifier of this PoP information element  string
required Example *testPoPName"
status Representing the status of a PARACTIVE, CONFIGURE, enum
optional ACTIVE) (conflgure
, active,
inactive)

4.1.3.2.7 ResourceGroup

A Resource Group defines a bundle of VDUs and virtual networks which belongs
together. It includes also the Potof-PresencegPoP)where the virtual resources
have to beallocated.

Table7. EPM: ResourceGroup Data Model

id The identifier of the Resource Group in the EPM. string
optional

name The name of the Resource Group. string
required Example “testResourceGroupNamel"

networks The Networks in the Resource Group. <Network>
optional array

vdus The VDUs of which this Resource Group consists of.  <vDU> array
required
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4.1.3.2.8 VDU

A Virtual Deployment Unit (VDU) describes the capabilities of virtualized computing
(Containers, VMs) and networking resources.

Table8. EPM: VDU Data Model

computeld  The identifier of the deployed VDU in the virtualization string

required technology.

events A list of eventsecorded for this VDU. <Event>
optional array

id The identifier of the VDU in the EPM. string
optional

imageName The name of the image used for the VDU. string
required Example testimage1"

ip The IP assigned to the VDU. string
required Example 172.0.0.1"

metadata More detailed information about the VDU in a Kéglue <KeyValuePah
optional pair format. array
name The name of the VDU. string
required Example testvdul"

netName  The name of the network to which the VDU is associstring

required with.

Example testNetworkName"

poPName The name of the PoP where the VDU is deployed. string

required

status The status of the virtualized compute resource. enum
(initializing,
initialized,
deploying,
deployed,
running,
undeploying,
undeployed,
error)

optional

4.1.3.2.9 Worker

A worker object for registering a machine where adapters can be deployed.
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Table9. EPM: Worker Data Model

epmlp This is the IP where the EPM is reachable for the Worke! string

. This is needed because the Worker has to be able to ree
required T

the EPM for registering adapters.

id Identifier for the Adapter. string
optional
ip The IP where the Worker is reachable. The EPM will try 1 string
required ssh in to the Worker at this IP.

keyname The name of the Key, which the EPM will use for ssh in t string
Worker. This refers to the name provided when uploadinc
Key to the EPM.

Example *key1"

required

passphrase This is the Passphrase of the Key provided for connectin string

required the Worker.

password This is the password of the user, which can be left blank string
password is needed.

optional
user This is the user, which the EPM will use when trying to ¢ string
required to the Worker.

Example *ubuntu"

4.1.4 Roadmap and Features

The following table gives an overview of the main features which shall be satisfied by
the EPM.

Table10. EPM: RoadMap & Features

Feature Description

Allocation of Allocate compute resources in the target cloud environm
compute resources based on the requirements.

Termination of Release compute resources in the target cloud environment
compute resources

Creation/Deletion of Create/delete  network  resources in the targ
network resources cloud environment

Forwarding logs Compute resources/cloud environment have to be configure
forward logs of running instances to the appropriate location

Forwarding metrics Compute resources/cloud environment have to be configu
to forward measurement results of running instances to |
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appropriate location

Retrieval of resource External entities should be able to request information of
information allocated resources

Instance EPM must be able to execute operations such as execl
management commands inside the instances and downloading/uploac
operations files so that the consumer of the EPM has full flexibility

accessing and interact withe virtualized instances

Instance lifecycle EPM must be able to execute lifecycle operations suc

operations start/stop, remove instances and retrieving information of
instance at runtime so that the consumer of the EPM has
flexibility of executing lifecycle operations with the virtualiz
instances for a proper management at runtime

Platform Elasticity  Elasticity must be provided by the EPM so that either ot
ElasTest components can be scaled dynamically or
virtualized resources requested by other ElasTest compon
themselves

Management of EPM must be able to manage extermaachines which are n

external machines deployed by the EPM itself so that the EPM can manage
machines in order to integrate them as workers into the Elas
platform

4.1.4.1 EPM adapters
Hereafter it is given an overview of available adapters.

91 Docker AdapterThe Docker adapter is used to launbbcker containers. To
describe theDocker instances the EPM and the Docker Adapter use an internal
model called a Resource Group. The Resource group deschbelser
containers and the networks connecting them. TiResource Group is
packaged together with a metadata file which provides specific information
relevant for the EPM and the Virtual Infrastructure which in this case is Docker.
The Docker Adapter connects to Docker through the remote API, which means
that it has a Ondo-Many relationship with Docker. The Docker SDK also is
used to execute runtime operations.

1 Dockercompose Adapter The dockercompose Adapter is used to launch
dockercompose files. The dockeompose file is passed along with an
additional Mdadata file in a package. Due to the fact, that Doekempose
does not expose an external API, the Adapter must be launched in the same
Machine, where alsdockercompose is installed. This means that the Adapter
has a Ondo-One relationship with the vinalization technology. The runtime
operations are executed using the Docker SDK.

1 Ansible AdapterThe Ansible Adapter is used to launch OpenStack instances
using Ansible. AnAy 4A06fS aLX &8¢ FAES Aa LI aaSR
Metadata file in a packagerhe adapter then uses the Ansible SDK to launch
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which means that it has an O#e-Many relationship with the virtualization
technology. The runtime operations are executed ushSH.

4.1.4.2 Software Development Kits (SDKs)

1 Java SDKhe Java SDK makes it possible for integration with the EPM in Java. It
supports all the above mentioned API calls.

1 Python SDKThe Python SDK makes it possible for integration with the EPM in
Python It supports all the above mentioned API calls and is also available in the
Python Package Index (pypi).

4.1.4.3 Roadmap
The overall goal in the upcoming release can be splitted in 3 areas:

1 Extending platform support for other cloud infrastructure technologies: Based
on the requirements of other ElasTest components, use cases and the
demonstrators, the EPM is going to extend the current set of available EPM
Adapters to enable deployments and runtime management for those
technologies (OpenStack/Heat, AWS/CloudForm&fiokria, Kuberneted)

7 Stabilize and improve the platform support for other operating systems: The
EPM itself and also the support for workers shall be capable to support
Windows and Mac Workers as well.

1 Placement algorithms for automated orchestration: &se of the research
items it is foreseen to provide placement algorithms based on several
parameters. This is used to deploy the virtual resources in appropriate places
which can be defined by users to allow the best allocation of resources.
Automated Orbestration is already providebut uses rounetobin to select
the targetinfrastructurewhereas this can be improveay designng algorithms
taking into consideration the current location of PoPs, available CPU or
memory, or other parameters.

4.1.4.4 Code Reports

In ElasTest, EPM has beénegrated with the Cl system that uses Jenkins for
automated tests and builds after every commit. For calculating the code coverage the
EPM is integrated with Codecov.io.

4.1.4.5 Code Repository

The EPM code repository can be found ®itHub and is licensed using Apache 2.0
[3]. Within that repository, there is documentation detailing how to run, use and
extend the EPM.

% Cloud Formationhttps://aws.amazon.com/es/cloudformation/
31 Kuberneteshttps://kubernetes.io/

¥ EPM GitHubhttps://github.com/elastest/elastesplatform-manager
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4.1.4.6 APIs

In the figures belowit can be found the APIs exposed by the EPM. Those APIs are
basically consumed by the users of the EPM (e.g. TORM, ESM) which are designed
for the requirements coming from the other ElasTest components. They are using
the OpenAPI Specifications (OAS)which is a standard, programmingagnostic
interface description for REST APIs which was agreed on and is used ElasTest
platform wide to. Thanks to OAS, it allows the generation of the API description
and was also used to generate the SDKs for python and Java.

Package v

‘ /packages Receives a package. ‘
‘ m /packages/{id} Deletes a package. ‘

Figure 8. EPMAPI: Package

Network v

ﬂ /network Retumns all existing networks.
/network Creates a new network.
ﬂ /network/{id} Retumns a network.

: m /network/{id} Deletes a network.

/network/{id} Updatesa Network.

Figure 9. EPMAPI: Network

Adapter v

‘ “ /adapters Returns all registered adapters

Figure 10. EPMAPI: Adapter

% OpenAPI Initiativehttps://www.openapis.org/
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PoP v

/pop Returns all PoPs.

/pop Registers a new PoP

/pop/{id} Returnsa PoP.

/pop/{id} Unregisters a PoP.

/pop/{id} Updates a PoP.

Figure 11. EPMAPI: PoP

ResourceGroup v

/resourceGroup Returns all Resource Groups.

/resourceGroup Creates a new Resource Group.

/resourceGroup/{id} Returns a Resource Group.

/resourceGroup/{id} Deletes a Resource Group.

/resourceGroup/{id} Updates a ResourceGroup.

Figure 12. EPMAPI: ResourceGroup

/tosca Deploys a Tosca template.

Figure 13. EPMAPI: TOSCA
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Runtime

/runtime/{id}/file Downloads a file from a VDU.

/runtime/{id}/£file Uploads afile io a VDU.

/runtime/{id}/path Uploads a file to a VDU.

/runtime/{id}/action/start Starts the given VDU.

/runtime/{id}/action/stop Stops the given VDU.

Executes given
/runtime/{id}/action/execute command onthe
given VDU.

Worker

Figure 14. EPMAPI: Runtime

v

Sets up the specified worker to |
/workers/{id}/{type} install the specified type of
adapter.

/workers Retumns all registered workers

/workers Registers the worker and saves the information.

/workers/{id} Deletes a Resource Group.

A
®
<

/keys Returns all available Keys

/keys Uploads a key to the EPM.

/keys/{id} Deletes a Key.

Figure 15. EPMAPI: Key and Worker
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4.1.5 ResearchHResults and Future Plans

1 Customized orchestratiorsolution for testing environments with advanced
functionalities such as runtime operations

1 Provider vendor lockn

1 Integration of several cloud environments for Myftiovider support

1 Placement of virtual resources

4.2 ElasTest Monitoring Platform (EMP)

4.2.1 Introduction

From the D@ [1], the scope of ElasTest Monitoring Platform (EMP) is captured in
these sentences

a

ElasTest is a complex software itself and it need®tmonitored for different purposes
including problem diagnose, resource utilization tracking, energy consumption
tracking, cost tracking, etc. This subtask shall take the responsibility of creating the
appropriate monitoring tools, GUIs and APIs enabling:

To recover in a seamless way information related to the runtime execution of the
different ElasTest components including logs, internal status, resource utilization, etc.
These capabilities shall enable the diaga@d isolation of problems taking place
inside ElasTest logic.

To collect and expose through an API the appropriate monitoring information related
to resource utilization of the cloud resources consumed by the testing activities (e.qg.
TJobs instances, Te&atipport Service instances, etc.) This information shall include cost
consumption, energy consumption, memory consumption, CPU consumption, etc. This
information shall be made available through a northbound interface to the TORM so
that the appropriate enmpes (see Task 4.4) can consume them.

To enable the instrumentation of the cloud resources consumed by the testing activities
so that testers shall be able to inspect the status of the different TJob instances and
Service instances, recover logs from thand control their lifecycle (e.g. stopping
them).

To develop a toolbox enabling the installation and management of all such capabilities
in ElasTest.

€

The above snippet captures the minimal set of functionalities needed for ElasTest but
in a true spirit 8 R&D, a few additional requirements were included as part of scope of
work to advance the state of the art. Deliverable D2.3 lists the requirements and high
level architecture for EMPIn this section we will delve in depth into EMP, see detailed
architecture, interaction diagrams, and current development status and roadmap for
the remaining duration of the project.

The bas design philosophy behind EMP is quite simple. EMP supports creation of
monitoring spaces. A monitoring space can be thought to loelkction of relevant
metric streams belonging to either a complex system being monitored, or a set of
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related microservices. Within a monitoring space, multiple metric series coexist. A
series can be thought of collection of metrics stream from thelsiagent. An agent

can be configured to handle log from a microservice, or host metrics, or a single docker
container stats.

The design philosophy can be described succinctly by Figure 1. Series is marked in the
following figure assubspace Internally, tre codeword forEMP implementation is
Sentine| therefore in the lateisections;any reference to Sentinel in the images should

be interpreted as EMP

@ Saly GEH’
b -
\émk Kafka cluster g g
EE\§ Ti £d
:

subspace A-2

Figure 16. BMP design philoshophy, subspace is synonymous to metrics stream described in the text

4.2.2 Baseline Concepts and Technologies

EMP framework has been implemented in Java and has been packaged as Docker
image which facilitates the deployment on a single machine or over a cluster of nodes
in a relatively straightforward mannerThe principal functions of any monitoring
platform are-

1 Enable metrics collection, and retention
1 Allow information retrieval for analysis
1 Condition based alerts and alarming functionality

In order to support high volume metrics and log streams, Apactikal was chosen
for the messaging subsystem for the following reasons:

9 Fast delivery at scale

9 Horizontally scalable even across multiglgacentres

1 Easy programmability

1 Supports multitenancy, geo replication

9 Topic centric distribution with messagentaining keys is naturally aligned with
9atQa y20iA2y 2F aL)l OS&a IyR &ddzoalLl O0Sa
Built in resilience, coordination, among other desirable qualities

Flexibility is use as queuing, messaging system, storage or streaming platform.
Large and active comunity

E

% Apache Kafkahttps://kafka.apache.org/intro [accessed: 20185-23]
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The AAA is handled internally at the moment, but in the near future, use of Keystone is
anticipated as a replacement AAA system for use in EMP.

The persistence is supported by relational as well as time series optimized database.

For static, accountelated data, file based sqlite is used as a lightweight relational
catalogueof all relevant technologies that have been used in EMP at the time of
19 Grafana
\;!. ( by Pivotal.
—
Java 8

database. For metric and log streams, InfluXD8used as it implements time based
writing of this document.
P IK Zookeeper
APACHE F k
Maven =)
SQLite

sharding as well as allows downsampling policies for older data. Figure 2 shows the
32
*3tinfluxDB
A dlstrlbuted sfreomlng platform @ Spr|ng
Figure 17. Technology landscap in EMP

docker
a‘SPHIHX

Python Documentation Generator

For visualization, Grafafthas been used as it has a proven integration with InfluxDB
and alows charting of key metrics collected in EMP a relatively straightforward task.

A few EMP agents have been developed and packaged as docker images to facilitate
the metrics collection and transmission into EMP. The agents have been developed in
Python3 tokeep memory footprint lower and also demonstrate independence of
language for development of agents. In the current release, the following agents have
been developed:

1 System stats collector
 Docker stats collector

% Influx Datahttps://www.influxdata.com/
% Grafanahttps://grafana.com/
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1 Log file parser, tokenizer and transmissi@gent (limited to log4j formatted log
files from Java applications).

4.2.3 Component Design and Architecture

A high level EMP architecture is included i2.B [5] along with module descriptions.
Here we present a more detailed version of the same, see Fidure

Collectors, agents ina S . X
system / component to :"'t’:g::t:;:aﬁ:z::
be monitored 9 ! i

Data ingestion
interface (AMOP or
Management AP Query interface similar) - Kafka, Rabbit
interface (Rest based)

T N ¢

Authentication and Persist drivi AMOP/kafka worker Online expression
Authorization reiSiEnGe anvers process solver

? %

In-memeory cache
manager / store D

Motification managers

Monitor registry

Alarm registry Alamm executors —

Sentinel Framework

Figure 18. FMC diagram showing detailed EMP components

As can beseen in the figure, the data is gathered by agents (log parsers, system
performance metrics collectors, etc) which are low profile, tiny processes running is
target environment to be monitored and either periodically or on change detection
gathers relevahdata, pre-processegackagesendingthem as a stream to EMP. The
user can use the Management API to create monitoring spaces and series as well as
manage alert rules. The framework has authorization built in and enforces through
Authentication and Authorization module and the data in moti@nover industry
grade TLS/SSL connection.

The alarms are stored in the Alarm Registry. The alarm definition which is a well
formed mathematical expression is evaluated using recent values of corresponding
metrics or series of cached recent past data ealwf a metric through the Online
expression solver. The data ingestion interface in the initial prototype is Kafka and
adding support for RabbitM®is planned. The framework is capable of using several
persistence stores and the interactions are donetii@ Persistence drivers as shown

in Figure 2 above. The query interface enables users to perform interesting analytics
with the stored data which will enable easy debugging of large scale distributed

%" RabbitMQ https://www.rabbitmg.com/
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